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Method and apparatus for improved throughput in a multi-node communication system with a shared

resource.

@ A non-quota access indicator is circulated
among nodes in a multi-node quota based com-
munication system with a shared resource, indi-
cating maximum possible non-quota access to
the shared resource to a given node receiving
same. Upon arrival at a node, the indicator is
saved and then updated to reflect the current
status of that node as either starved or satisfied,
the former being a condition of currently having
quota remaining and a shared resource access
requirement, and the latter being a condition of
either currently having no remaining quota or
having no current shared resource access re-
quirement. After updating, the node im-
mediately propagates the indicator to the next
node in the system. When a node without quota
requires access to the shared resource, it com-
pares its requirement to the last stored indicator
and accesses the shared resource if the stored
indicator is equal to or greater than the access
requirement.
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BACKGROUND OF THE INVENTION

Technical Field

The present invention generally relates to multi-
node communication systems with shared resources.
More particularly, the present invention relates to im-
proving throughput in multi-node communication sys-
tems with shared resources and employing a shared
resource access quota scheme.

Background Art

In the past, multi-node communication systems,
such as local area networks, including both ring net-
works and bus networks, have managed node access
to shared resources by limiting access thereto via
mechanisms such as polling, random access, time
slot and quota allocation mechanisms. The mecha-
nisms proposed have generally attempted to provide
fair access to the shared resources by the nodes.
Some quota schemes have equalized the node
throughput by allocating the same quota to each
node.

However, allocating the same quota to each node
does not achieve optimum efficiency with regard to
system throughput. The task of determining and
tracking the allocation of different quotas among
nodes is difficult and requires a large amount of infor-
mation exchange, especially in systems where load-
ing conditions fluctuate or loading is asymmetrical.
Thus, most quota schemes have centered on the al-
location of the same quota to all nodes. One such
quota scheme is described in U.S. Patent No.
4,926,418 issued to Cidon et al. and assigned to IBM
(hereinafter, "the Cidon patent"), the disclosure of
which is herein incorporated by reference in its entire-
ty.

Thus, a need exists for improved efficiency in
multi-node communication systems with shared re-
sources employing a fixed quota scheme in order to
allow for improved throughput in the case of an asym-
metrically loaded system or a system whose load fluc-
tuates.

SUMMARY OF THE INVENTION

Briefly, the present invention satisfies the need
for improved efficiency in multi-node communication
systems by providing a method and apparatus for al-
lowing nodes currently without access quota to ac-
cess a shared resource so long as access by nodes
with quota remaining is not affected.

The basic method requires a communication sys-
tem having a plurality of nodes and a shared re-
source, and which employs a shared resource access
quota scheme for node access to the shared re-
source. A non-quota access indicator is circulated
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among the nodes. The non-quota access indicator in-
dicates a maximum possible non-quota access by a
given node, currently without quota, without affecting
quota access by other nodes in the system. In re-
sponse to receipt by the given node, the non-quota
access indicator is updated to reflect a current status
of the given node as either starved or satisfied. A sta-
tus of starved is defined as having quota and an ac-
cess requirement for the shared resource. A status of
satisfied is defined as either having no quota remain-
ing or no access requirement for the shared resource.

Where the shared resource is a bidirectional com-
munication path, the non-quota access indicator may
be circulated in a direction opposite that of system in-
formation traffic. Where the shared resource is a uni-
directional communication path, an access require-
ment status indicator is circulated among the nodes.
The status indicator indicates a current status for
each node in the system as either currently starved
or satisfied.

The present invention also includes a method for
a given node in the system to indicate to other nodes
a status change of the given node which affects pos-
sible non-quota access by the other nodes to the
shared resource. The status change is between a sta-
tus of starved and a status of satisfied or vice-versa.
When a status change of the given node is detected,
a non-quota access update indicator is issued there-
from and propagated.

The present invention also includes a communi-
cation system implementing the above principles.

These, and other objects, features and advantag-
es of this invention will become apparent from the fol-
lowing detailed description of the various aspects of
the invention taken in conjunction with the accompa-
nying drawings.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 depicts a five-node communication sys-
tem according to the present invention with a bidirec-
tional ring architecture.

FIG. 2 depicts a five-node communication sys-
tem according to the present invention with a unidir-
ectional ring architecture.

FIG. 3 depicts a portion of a node in FIG. 1 where
a buffer insertion ring architecture is used.

FIG. 4 depicts, in block diagram form, circuitry
within the node of FIG. 3 for implementing the present
invention.

BEST MODE FOR CARRYING OUT THE
INVENTION

FIG. 1 depicts a five-node bidirectional commu-
nication ring 10 including nodes 12, 14, 16, 18 and 20.
Communication ring 10 comprises two distinct rings-
clockwise ring 11 and counterclockwise ring 13. Be-
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tween any two consecutive nodes are two communi-
cation links, for example, links 22 and 24 between
nodes 14 and 16. Link 22 provides a path for informa-
tion to travel from node 16 to node 14, and link 24 pro-
vides a path for information to travel from node 14 to
node 16. For eachring there is a set of control signals,
a quota allocation signal and an INFO signal (to be de-
scribed subsequently), rotating on the other ring. In
addition, a given node with information to transmit to
another node will choose the shortest path provided
on either ring for the transmission. A given quota al-
location signal therefore travels in the opposite direc-
tion of the information traffic it regulates. Agiven quo-
ta allocation signal, when received at a given node, al-
locates quota to that node, i.e., it allows that node to
transmit a certain amount of information on the rele-
vant ring. The following example will focus only on a
quota allocation signal and INFO signal circulating on
counterclockwise ring 13 regulating information traf-
fic on ring 11, the description for the other set of sig-
nals being similar.

Assume, for exemplary purposes, that nodes 20
and 12 each currently have information to transmit to
node 14. Assume also that node 16 currently has no
quota, but has information with a destination of node
20. Under the quota allocation scheme of the Cidon
patent, node 16 must wait until its quota is refreshed
via the quota allocation signal to transmit to node 20.

The present invention improves throughput on
the ring by allowing node 16, although currently with-
out quota, to transmit the information to node 20 prior
to the next visit of the quota allocation signal if quota
transmissions by the other nodes are not affected.
This non-quota access can only be utilized by a node
after its quota has been exhausted. A first aspect of
the present invention provides a second signal, the
INFO signal, traveling on counterclockwise ring 13.
The INFO signal contains a HOPCOUNTER, indicat-
ing to a given node the current number of downstream
nodes plus one that either do not currently have quota
remaining or information to transmit (i.e., are current-
ly satisfied). The term "downstream" is used in the
sense of information flow. In other words, the HOP-
COUNTER informs a given node how far ahead on
ring 10 it may currently transmit information (or how
many nodes away it can "hop" to) without quota. In
general, a given node with quota remaining and infor-
mation to transmit is referred to as being "starved",
and a node currently either without information to
transmit or having no quota remaining is referred to as
"satisfied".

As described in the Cidon patent, benefits are re-
alized by propagating the quota allocation signal in a
direction opposite the information traffic it regulates.
The INFO signal also preferably travels opposite the
information traffic and separately from the quota al-
location signal, in order to propagate it quickly through
ring 10. Under heavy loading conditions, the INFO
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signal traveling separately from the quota allocation
signal may circulate several times around ring 10 in
the time it takes the quota allocation signal to make
one round trip. Thus, system throughput may be
maximized if both the INFO signal and the quota al-
location signal travel separately and in a direction op-
posite the information traffic regulated thereby.

When a node receives the INFO signal, it imme-
diately stores the HOPCOUNTER in local memory
(see FIG. 4). The node stores the HOPCOUNTER so
that whenever it has information to transmit and is out
of quota, it checks to see if the destination for the in-
formation is within the stored HOPCOUNTER dis-
tance. If a node is satisfied, the node increments the
HOPCOUNTER by one when received and imme-
diately propagates it to the next upstream node.
When a starved node receives the INFO signal, the
node resets the HOPCOUNTER to one and propa-
gates the INFO signal to the next upstream node. In
the present aspect, a node always assumes that an
upstream neighbor may transmit to it, hence, reset-
ting the HOPCOUNTER to one when starved. A max-
imum value for the HOPCOUNTER above which it is
not incremented may be chosen, as a function of the
number of nodes in the ring and the number of bits in
length the HOPCOUNTER iis.

Assume now that node 20 is satisfied and node
18 is satisfied with information destined for node 12.
Assume also that node 20 has just received the INFO
signal from node 12 over link 28. Node 20 stores the
HOPCOUNTER (assume it has a value of one), incre-
ments it to a value of two since it is satisfied and prop-
agates the INFO signal to node 18 over link 30. When
node 18 receives the INFO signal, it immediately
stores the HOPCOUNTER value, increments it by
one since it is satisfied and propagates the INFO sig-
nal to node 16 over link 32. Node 18 may now transmit
without quota to node 12 over links 26 and 34, since
the destination of its information, node 12, is two
nodes away and its most recently stored HOPCOUN-
TER has a value of two, i.e., the destination node is
equal to or less than the most recently stored HOP-
COUNTER value.

In a second aspect of the present invention, a giv-
en node generates an INFO signal whenever its sta-
tus changes from satisfied to starved or vice-versa.
The benefits of such an INFO signal "on demand"
scheme, instead of only circulating a single INFO sig-
nal, are illustrated by the following two examples.
First, consider a satisfied node having quota left, but
no information to transmit. When the node gets an
INFO signal, it immediately stores the HOPCOUN-
TER, increments it (since it is satisfied) and sends the
INFO signal on. Just after propagating the INFO sig-
nal, the node receives information to transmit. The
node’s status has changed from satisfied to starved.
Thus, the HOPCOUNTER just sent by that node is in-
accurate and will remain so, with respect to that node,
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until the INFO signal next arrives there. An on de-
mand scheme would allow the node to issue another
correct INFO signal immediately, rather than waiting
to correct the first one.

Second, consider a starved node. The node re-
ceives the INFO signal, stores the received HOP-
COUNTER, resets the HOPCOUNTER to one (since
it has information to transmit and quota remaining)
and propagates the INFO signal. Shortly after propa-
gating the INFO signal, the node finishes transmitting
its information or runs out of quota. The status of the
node has changed from starved to satisfied. Thus,
non-quota transmissions which might otherwise be
allowed upstream will not take place until the INFO
signal is corrected when it next arrives at the node.

In this second aspectof the presentinvention, the
nodes in the two examples above would each issue
a new INFO signal in response to its status change.
A given node receiving an INFO signal would check
to see if the received HOPCOUNTER is different
from or the same as the most recently stored HOP-
COUNTER value. If the received and stored HOP-
COUNTERSs are the same, the node does not update
the HOPCOUNTER nor propagate the INFO signal. If
the compared HOPCOUNTERs are different, the
node stores the received HOPCOUNTER. Then, if
the node is satisfied, it updates the HOPCOUNTER
(i.e., increments by one) and propagates the INFO
signal. If the node is currently starved, it stores the re-
ceived HOPCOUNTER but does not propagate the
INFO signal. In addition, in the case of a bidirectional
system, if a node receives an INFO signal with a HOP-
COUNTER having a value equal to the number of
nodes in the system, it does not update the HOP-
COUNTER or propagate the INFO signal, since such
a value implies that all nodes are currently satisfied
and all nodes are aware that all nodes are satisfied.
The same is true in a unidirectional system where the
received HOPCOUNTER has a value equal to twice
the number of nodes in the system.

The above two aspects of the present invention
assume a bidirectional communication ring. However,
some communication systems are unidirectional.
FIG. 2 depicts a five-node unidirectional communica-
tion ring 36 with nodes 38, 40, 42, 44 and 46. In a third
aspect of the invention, an INFO signal is circulated
in the direction of information traffic and contains a bit
map with a bit for the status of each node. A satisfied
node has a status of one and a starved node has a
status of zero. When a given node, e.g., node 40, re-
ceives the INFO signal, it determines from the bit map
how many consecutive nodes ahead of it have a bit
value of one (a HOP indicator) and stores this infor-
mation in local memory. The node then updates its
own bit on the bit map and propagates the INFO sig-
nal. A given node may transmit information if its last
stored HOP indicator value is equal to or greater than
the number of hops it needs to make to reach its des-

10

15

20

25

30

35

40

45

50

55

tination node.

In a fourth aspect of the present invention, appa-
ratus implementing the above principles is presented.
The fourth aspect of the present invention will be de-
scribed with reference to ring 10 of FIG. 1 further de-
scribed as a buffer insertion ring architecture, as it is
known in the art. FIG. 3 depicts an input/output por-
tion 48 of node 14. Insertion buffer 50 can store at
most one maximal size packet of information. Node
14 may transmit information packets from transmit
buffer 52 at any time, provided insertion buffer 50 is
empty and no other nodes are transmitting over link
24 (ring traffic is given priority). If ring traffic is arriv-
ing on link 23 while node 14 is transmitting an infor-
mation packet, the incoming packet is stored in inser-
tion buffer 50 until the transmission is completed. If
information destined for node 14 is received on link
23, it enters receive buffer 54. When node 14 has no
information packets to transmit, ring traffic is not de-
layed in insertion buffer 50.

FIG. 4 depicts INFO-subcircuit 56, in block dia-
gram form, within node 14. INFO-subcircuit 56 com-
prises hopcounter register 58, hop register 60, com-
parator 62 and requestor 64. Hopcounter register 58
can be loaded, incremented, reset and read from.
Hop register 60 can be loaded and read from. Com-
parator 62 compares two values and asserts a signal
when certain conditions are met. Requestor 64 con-
trols INFO-subcircuit 56. The operation of INFO-
subcircuit 56 will now be described in detail.

When node 14 receives an INFO signal on link 22,
hopcounter register 58 and hop register 60 are imme-
diately loaded with the HOPCOUNTER. Requestor
64 responds to the INFO signal, active upon the load-
ing of hopcounter register 58, by incrementing hop-
counter register 58 if the SATISFIED signal is assert-
ed. An assertion of the SATISFIED signal indicates
that node 14 has exhausted its quota or transmit buf-
fer 52 is empty. If the SATISFIED signal is not assert-
ed, requestor 64 resets hopcounter register 58 to one.
Immediately after the increment or reset operation,
the INFO signal (with the HOPCOUNTER from hop-
counter register 58) is sent on to node 12 over link 25.

In addition to updating the HOPCOUNTER,
INFO-subcircuit 56 determines if a non-quota trans-
mission by node 14 is possible. Comparator 62 com-
pares the value in hop register 60 with a DestHops
signal to determine if DestHops is less than or equal
to the stored HOPCOUNTER in hop register 60. Des-
tHops indicates the number of downstream "hops" the
next information packet from transmit buffer 52 must
make in order to arrive at its destination. If DestHops
is less than or equal to the stored HOPCOUNTER,
comparator 62 asserts a HopsOK signal, indicating to
requestor 64 that the currently desired non-quota
transmission is possible.
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Claims

In a communication system having a plurality of
nodes and a shared resource and employing a
shared resource access quota scheme for node
access to said shared resource, a method for
non-quota access to said shared resource by a
given node without quota, said method compris-
ing the steps of:

circulating a non-quota access indicator among
said plurality of nodes, said non-quota access in-
dicator indicating a maximum possible non-quota
access by said given node to said shared re-
source without affecting quota access thereto by
one or more of the other of said plurality of nodes;
and

updating said non-quota access indicator in re-
sponse toreceipt thereof by said given node to re-
flect a current status of said given node as either
starved or satisfied, said status of starved being
defined as having quota and an access require-
ment for said shared resource, and said status of
satisfied being defined as either having no quota
remaining or no access requirement for said
shared resource.

The method of claim 1, wherein said shared re-
source comprises a communication path, and
wherein said non-quota access indicator indi-
cates a maximum distance on said communica-
tion path available for said given node to transmit
information.

The method of claim 2 wherein said non-quota
access indicator indicates a number of consecu-
tive nodes in said communication path directly
ahead of said given node currently having a sta-
tus of satisfied.

The method of claim 3, wherein said non-quota
access indicator comprises a node counter, and
wherein said step of updating comprises incre-
menting said node counter to reflect that said giv-
en node is currently satisfied.

The method of claim 3, wherein said non-quota
access indicator comprises a node counter, and
wherein said step of updating comprises setting
said node counter to a predetermined number to
reflect that said given node is currently starved.

The method of claim 3, wherein said communica-
tion path is bidirectional, and wherein said step of
updating comprises updating said non-quota ac-
cess indicator to reflect said current status of said
given node unless said number of consecutive
nodes equals a total number of said plurality of
nodes on said bidirectional communication path.
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10.

1.

12.

The method of claim 3, wherein said communica-
tion path is unidirectional, and wherein said step
of updating comprises updating said non-quota
access indicator to reflect said current status of
said given node unless said number of consecu-
tive nodes equals twice a total number of said
plurality of nodes on said unidirectional commu-
nication path.

The method of claim 1 further comprising the
step of allowing said given node to access said
shared resource in accordance with said non-
quota access indicator.

The method of claim 8, wherein said step of allow-
ing comprises the steps of:

comparing said non-quota access indicator to a
current access requirement indicator of said giv-
en node, said current access requirement indica-
tor indicating an extent of access to said shared
resource currently required by said given node;
and

determining if said given node may access said
shared resource without quota based on said
comparison.

The method of claim 9 wherein said step of deter-
mining comprises determining if said non-quota
access indicator is equal to or greater than said
current access requirement indicator, wherein
said given node is allowed to access said shared
resource only if said non-quota access indicator
is equal to or greater than said current access re-
quirement indicator.

In a communication system having a plurality of
nodes and a shared communication path and em-
ploying a shared resource access quota scheme
for node access to said shared communication
path by said plurality of nodes, a method for a giv-
en node to indicate to the other of said plurality
of nodes a status change thereof affecting pos-
sible non-quota access thereby to said shared
communication path, said method comprising the
steps of:

monitoring for a status change of said given node
between a status of starved and a status of sat-
isfied;

issuing a non-quota access update indicator from
said given node in response to detecting said sta-
tus change; and

propagating said issued non-quota access up-
date indicator.

The method of claim 11, wherein said step of is-
suing comprises:

incrementing and issuing a previously stored
non-quota access indicator if said status change
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is from said status of starved to said status of sat-
isfied; and

resetting and issuing said previously stored non-
quota access indicator to a predetermined value
if said status change is from said status of satis-
fied to said status of starved.

The method of claim 11 or 12, wherein said step
of propagating comprises the steps of:
comparing at another node said propagated non-
quota access update indicator and a stored non-
quota access indicator to determine if a differ-
ence therebetween exists;

storing at said another node said issued non-quo-
ta access indicator in place of said stored non-
quota access indicator if said difference is deter-
mined; and

updating at said another node said propagated
non-quota access indicator to reflect a current
status of said another node and propagating
same if said current status of said another node
is satisfied.

The method of claim 13 wherein said step of up-
dating comprises:

incrementing said issued non-quota access indi-
cator by one if said current status of said second
node is said status of satisfied; and

resetting said issued non-quota access indicator
to one if said current status of said second node
is said status of starved.

A communication system, comprising:

a plurality of nodes;

a shared resource, wherein said communication
system employs a shared resource access quota
scheme for node access to said shared resource;
means for circulating a non-quota access indica-
tor among said plurality of nodes, said non-quota
access indicator indicating a maximum possible
non-quota access by a given node to said shared
resource without affecting quota access to said
share resource by one or more of the other of said
plurality of nodes; and

means for updating said non-quota access indi-
cator in response to receipt thereof by said given
node to reflect a current status of said given node
as either starved or satisfied.

The communication system of claim 15, wherein
said shared resource comprises a shared com-
munication path, and wherein said non-quota ac-
cess indicator indicates a consecutive number of
nodes directly ahead of said given node on said
shared communication path currently having a
status of satisfied.

The communication system of claim 15 further
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10

comprising a means for comparing said non-quo-
ta access indicator to a current access require-
ment indicator of said given node to determine if
a current shared resource access requirement
thereof is possible.
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